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Technology Task Force Notes 
Wednesday February 15, 2006

KC 112

Time : 3:00 – 4:30

1) Approval  of Notes from February 01, 2006
Handout # 1
The notes were approved with a minor change.

2) Quick Updates


Technology Reorganization: 

Academic coordinator position has been approved.  In the Technology Resources Group (TRG) the possible interim director position is under classification review. There is also an instructional designer position under consideration either in place of the director or as well as the director position. There are some funding issues still to be resolved.

Listerv Members - Handout #2 : Members should sign up if they haven’t already done so as it will be a discussion forum.

The portal for the beta testers should be functional by the end of the week.

J. Hawk reminded the members to share information from the TTF (Tech Task Force) with other groups and employees on campus. There will be a tech web site to assist with communication.

Gmail: they are still gathering information on the potential Google project. 
3) Committee Reports



Course Management Selection: L. Elvin reported that they had demoed Etudes NG and Angel Learning. The last demo, Web CT, is arranged for next week. After the final demo, there will be a meeting to review the products and make a recommendation. 

4) Develop De Anza’s Technology Plan


W. Chenoweth asked the group to start the discussion about the process for putting together the tech plan. The group brainstormed this topic to decide upon an overall direction. J. Hawk summarized the major themes as:

· identify capacity

· goals:  training  and communication

· best practices

· resources on campus (what, how, where, FAQs - what is available; how to use it; where to get it)

· bond priorities

· respond to goals in district plan.

While the whole group should work on the major goals, there may need to be separate sub-group meetings to work on details once the framework had been decided. The listserv would be a good discussion forum. 

5) Service Level Agreements


W. Chenoweth reported that there had already been a good discussion on the listserv and encouraged the team to continue to post any other concerns to the list-serve. Many governance groups, including academic and classified senates are discussing. He asked the various group reps to bring feedback to this group so the team could put together a concise list of issues that the campus would like to discuss before the district confirms the agreements. 

Some of the concerns raised on the listserv were: 

· Need more feedback

· Lab set up

· Clarification on some sections re installing/testing

· How are systems supported

· Support for Manila

6. Blade Technology


Javier Rueda introduced himself and Scott Holmgren from HP. A Blade server
 is essentially a housing for a number of individual minimally-packaged computer motherboard "blades", each including one or more processors, computer memory, computer storage, and computer network connections, but sharing the common power supply and air-cooling resources of the chassis. The idea behind blade servers is that by placing many blades in a single chassis, and then rack-mounting them, systems can be more compact and powerful, but less expensive than traditional systems based on mainframes, or server farms of individual computers. Blade servers are ideal for specific purposes such as web hosting and cluster computing. Individual blades are typically hot-swappable. Blade servers increasingly allow the inclusion of functions such as network switches and routers as individual blades. 
J. Rueda explained that he had been working on trying to implement this new blade concept together with the HP ‘thin” client
. 

The main advantages are ease  of use, low maintenance, reduced license fee costs, non-specific classrooms.

Present: C. Bruins, R. Bryant, C. Castillo, W. Chenoweth. M. Cheung, D. Coleman, B. Creamer, DASB (Navdip Hothi), T. Dolen, L. Elvin, C. Espinosa-Pieb, P. Guitron, J. Hawk, S. Heffner, H. Hernando, H. Irvin, L. Jeanpierre, M. Kahn, S. Keegan, K. Kyne, A. LaManque, B. Manriquez, R. McGinley, K. Metcalf, D. Mitchell, J. Mowrey, D. Nickel, O. Patlan, W. Pritchard, B. Rashall, J. Rueda, D. Shannakian, J. Swensson, C. Wilkins-Greene 

�  Definition courtesy of Wikipedia, the free encyclopedia


� A thin client is a computer (client) in client-server architecture networks which has little or no application logic, so it has to depend primarily on the central server for processing activities. The word "thin" refers to the small boot image which such clients typically require - perhaps no more than required to connect to a network and start up a dedicated web browser or "Remote Desktop" connection such as X11, Citrix ICA or Microsoft RDP. - Wikipedia, the free encyclopedia
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